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Introduction

This book sets out a new conception of the philosophy of language, and, due to the
central role that language has played in twentieth-century philosophy, a new con-
ception of many other aspects of philosophy as well. The new conception of the
philosophy of language is needed because contemporary philosophy of language rests
on a mistake. The mistake is the widespread assumption that the semantics of natu-
ral language is logic/reference-based. There is, of course, a sense in which the as-
sumption is just a truism. Given the “theory of sense”/“theory of reference” ambiguity
of the term ‘semantics’, reference is ipso facto a basic part of semantics. But the as-
sumption in question makes the significant claim that the theory of sense is logic-
based, too. ‘

Gottlob Frege originated this claim. He held that expressions of a language have
sense over and above reference (intensionalism), but he also held that sense and
analyticity are fundamentally referential notions (Fregean intensionalism). As much
as Frege’s celebrated distinction between sense and reference, this conception of sense
and analyticity set the agenda for much of twentieth-century semantics and philoso-
phy of language. It polarized those fields around the issue between the intensionalist
semantics of philosophers like Frege and Rudolf Carnap and the extensionalist se-
mantics of philosophers like Bertrand Russell and W. V. Quine. One side champi-
oned a logic-based semantics with senses mediating between word and object, and
the other championed a logic-based semantics without them.

Ludwig Wittgenstein in his late work was an exception, insofar as he rejected a
logic-based semantics, but an exception that proves the rule. The Philosophical Inves-
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4 INTRODUCTION

tigations (1953) is to a large extent a sustained argument against Frege’s, Russell’s,
and Wittgenstein’s own earlier logic-based semantics. Wittgenstein was the first
philosopher to see the basic problems with a logic-based semantics for natural lan-
guage, to challenge the supposition that such a semantics is the only possible one
for natura) language, and to come up with an alternative semantics. But in equat-
ing formal semantics with logic-based semantics, he also posed the issue too nar-
rowly. From the perspective of the present work, Wittgenstein led the way, but, as
I shall argue, the alternative he came up with threw out the formal baby with the
logical bath water.

Since a logic is a theory of implication, the mistake on which contemporary
philosophy of language rests leads to its drawing the language/theory distinction at
a point beyond the true boundaries of language. The initial Fregean form of the con-
ception, on which just the theory of implication is encompassed within a theory of
language, was the thin edge of the wedge. In the course of the last century, the ratio-
nale for expanding the boundaries of language led to more extreme forms of expan-
sion. One instance is expressed in Wiitgenstein’s conception of the incompleteness
of language (1953: section 18); languages, like cities, are forever extending their
“suburbs” with the advancement of science. Another instance is Quine’s familiar
holistic view, on which the boundaries of language encompass “[t}he totality of our
so-called knowledge or beliefs” (1953: 42). Frege's rationale for his own expansion
was his logicist program. The early Wittgenstein and the logical positivists had their
own axe to grind, namely, their program to eliminate metaphysics. Another, less
ideologically based rationale for such expansion was the program of refuting the
skeptic on linguistic grounds. This was to be accomplished by providing a linguistic
basis for philosophical views about knowledge and, hence, a linguistic sanction for
them that everyone, including the skeptic, must accept.

To be sure, none of these programs ever accomplished its goal; but, despite this
poor track record, the idea that meaning is to be understood in logical terms became
more and more entrenched over the years, particularly as logical apparatus came to
be relied on more and more for representing the meaning/logical form of sentences.
Thus, quite properly within this tradition of logical semantics, Russell’s theory of
descriptions (1905) came to be known as, in Frank Ramsey’s phrase, a “paradigm of
philosophy.” As a consequence of this entrenchment, the idea that meaning is to be
understood in logical terms has warped the way philosophers approach many ques-
tions, and in ways that have become more and more difficult to detect.

1 am not claiming that the warping has gone completely unnoticed. As just men-
tioned, Wittgenstein, early on, saw sigas of trouble, such as the difficulties he en-
countered (1961: section 6.3751) in trying to explain how elementary propositions
can have logical properties. But, as I see it, he misread the signs. He took them to
show that an account of meaning in terms of a formal theory is wrong, when what
they show is only that accounts of meaning in terms of a logical theory are wrong.
Quine also saw signs of trouble, particularly in connection with the analytic/synthetic
distinction. But he, too, misread them. He took his incisive criticisms of Frege’s and
Carnap’s accounts of analyticity to show that analyticity is bogus, rather than that
Frege’s and Carnap’s accounts are bogus.
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As it all goes back to Frege, the presentation of my new conception of the phi-
losophy of language must begin with Frege. As we shall discover, there are really
two Freges. One is the Frege of the prevalent conception of the philosophy of lan-
guage, who, but for the details (later supplied, principally, by Carnap), had the last
word on intensionalism. This Frege is a figure of myth. The other is the Frege who,
in the pursuit of a logicist will-o’-the-wisp, got his creation, intensionalism, off on
the wrong track by wedding sense to reference in his classic characterization of sense
as the determiner of reference (1952: 57). This Frege, as will emerge in the course of
this study, replaced the incondite intensionalism of traditional philosophers such as
Descartes, Locke, and Kant with a more precise and philosophically ambitious but,
as we shall see, far less philosophically and linguistically adequate intensionalism.
This is the real Frege. What I think we should say about the real Frege is something
like what the real Frege said (1953: 101-102) about Kant. We should say that Frege
was “a genius to whom we must all look up with grateful awe” who performed a
“great service” in creating robust arguments to make a distinction between sense and
reference. But he was wrong about semantics. Neither sense, nor the distinction be-
tween sense and reference, nor analyticity, is what he said it is.

Frege’s contributions to the philosophy of mathematics, logic, and the philoso-
phy of language have now attained a level of renown that strikingly contrasts with
their near-total neglect during his lifetime. Despite the fact that his account of the
foundations of mathematics did not survive Russell’s paradox and Gédel’s theorem,
Frege is widely considered to be the greatest philosopher of mathematics of all time.
Despite the fact that his logical notation was never adopted and his logic says noth-
ing about important contemporary branches of the subject, Frege is widely consid-
ered to be the greatest logician since Aristotle. And the same is true with respect to
his contributions to the philosophy of language. Despite the trenchant criticisms of
Wittgenstein, Quine, and Kripke, Frege is thought by many to be the greatest mod-
ern philosopher of language. Many, and I count myself among them, would even go
so far as to say that Frege’s contributions to the philosophy of language rendered
Yirtually everything in the subject prior to them obsolete and everything after them
into commentary, elaboration, and response.

However, Frege’s contribution to the philosophy of language contrasts sharply
with his contributions to the philosophy of mathematics and logic in two respects.
On the one hand, whereas the defects of his logicist philosophy of mathematics and
the limitations of his predicate logic are now fully recognized and properly under-
stood, the defects and limitations of his intensionalism are either not recognized at
all or not properly understood. Intensionalists have not recognized these problems
because, in light of Frege’s solutions to his puzzles (1952: 56-71) and his “fruitful-
ness criticism” of Kantian analyticity (1953: 99-101), they have come to see the
identification of sense with Fregean sense and the identification of analyticity with
Fregean analyticity as the sine qua non of semantics. This is the message of David
Lewis’s pronouncement that “Semantics with no treatment of truth conditions is not
semantics” {1972: 169). Extensionalists—those who reject senses—have, of course,
recognized the defects and limitations of Frege’s intensionalism, but they have not
properly identified their source. They have taken intensionalists at their word that
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senses are Fregean senses, and, as a consequence, they have mistakenly attributed
problems with the Fregean notion of sense to the notion of sense per se. One of the
main theses in this book is that the fundamental feature of Fregean intensionalism,
its conception of sense as the determiner of reference, is the principal source of the
defects and limitations that are generally attributed to intensionalism.

The term ‘Fregean intensionalism’, as it is often used, and as shall use it in this
book, refers not only to Frege’s own views about sense, reference, and analyticity,
but also to positions based on his views that have significantly developed and ex-
tended them over the years. The term covers the positions of Frege’s principal dis-
ciples, Carnap, Alonzo Church, and C. L. Lewis, who, though departing from Frege’s
overall position in some ways, nonetheless preserve the central aspects of his think-
ing on sense, reference, and analyticity. The term also covers the positions of the
“neo-Fregeans,” a diverse group of conterporary philosophers including Michael
Dummett, Hilary Putnam, Gareth Evans, and Christopher Peacocke, whose views
differ more from Frege’s than do those of his principal disciples. Dummett construes
a theory of meaning as a theory of understanding, Putnam takes an externalist view
of sense, and Peacocke characterizes concepts in terms of the conditions under which
people possess them. Nonetheless, these philosophers endorse the essential tenets of
Fregeanism—that senses or meanings or COncepts are determinants of reference, and
that semantics is logic-based.

This is clear in the cases of Dummett and Putnam, though, of course, they want
semantics to include considerably more than just logic. It is also clear in Peacocke
(1992). Peacocke’s possession conditions for concepts build logic into them, and are
governed by what he calls a “determination theory,” which requires that a posses-
sion condition for a concept determine its semantic value. Itis not clear why Peacocke
diverges from Frege in putting the individuation conditions for concepts in these
terms. Peacocke takes concepts to be abstract objects, and he distinguishes between
a philosophical theory of them and a psychological theory of their possession. So
it is hard to see why the former theory is required to provide psychological expla-
nations of the circumstances under which people meet the conditions for possess-
ing concepts, since this is just what the latter theory is required to provide. Nothing
would be lost by presenting a more Fregean statement of the individuating condi-
tions for concepts, on which they are formulated directly with respect to the fea-
tures of concepts themselves. Thus, instead of talking about the need for thinkers
to find the introduction and elimination rules for conjunction compelling, the philo-
sophical theory can characterize the concept of conjunction in terms of these rules,
and the psychological theory can concern itself with the circumstances under which
people possess the concept of conjunction (in virtue of finding those rules
compelling).

Intensionalists are not the only ones to rely on the equation of intensionalism
and Fregean intensionalism. Extensionalists rely on it, too. As I have argued else-
where (1990b), Wittgenstein, Quine, and Donald Davidson assume the equation in
formulating their positions as denying the existence of Fregean senses and in con-
structing the criticisms of intensionalism that justify their notion of an unmediated
relation between word and object.
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Another of the main theses of this book is that there is a non-Fregean form of
intensionalism—a position that is intensionalist in claiming that expressions have
senses over and above their reference, but that claims that senses are not reference-
determiners and sense structure is not logical structure. Showing that there is an al-
ternative conception of sense shows that the automatic identification of intensionalism
with Fregean intensionalism is mistaken. Recognition of this mistake raises the ques-
tions of whether intensionalists ought to be Fregean intensionalists and whether
extensionalists’ criticisms have been too narrowly tailored for them to apply be-
yond Fregean intensionalism. I will argue that there are strong reasons for think-
ing that intensionalists ought to abandon Fregean intensionalism and for thinking
that extensionalists’ criticisms do not apply to intensionalism per se, but only to its
Fregean form.

Frege’s extensionalist critics were right, but they drew the wrong conclusion
about the source of the problems with Fregean intensionalism that they uncovered.
Ironically, they made the same mistake as the Fregean intensionalists themselves,
namely, identifying sense with Fregean sense. Accepting this identification, Frege’s
extensionalist critics attributed the problems they discovered with his intensionalism
to intensionalism per se and concluded that intensionalism is unsound. This conclu-
sion does not follow if the notion of Fregean sense lies at the heart of those problems
and if there is an alternative form of intensionalism in which senses are appropri-
ately non-Fregean.

If T am right about there being such an alternative, the central issue of twentieth-
century philosophy of language—the intensionalist/extensionalist controversy—has
been misformulated. Properly formulated, the issue is not whether sentences of natural
languages have Fregean senses, but whether they have senses. As a consequence of
this mistaken formulation, two misconceptions have become widespread. One is that
the problems with Fregean intensionalism establish that extensionalism is the right
philosophy of language, as Wittgenstein and Quine argue; the other is that those prob-
lems establish extensionalism for names and certain other terms, as Kripke and Putnam
argue. And these, as we shall see (especially in the third part of the book) are by no
means the only misconceptions to which acceptance of this mistaken formulation
has led. -

The other respect in which Frege’s contribution to the philosophy of language
differs from his contributions to the philosophy of mathematics and logic is that,
although the defects and limitations of the latter, being recognized, had no detrimen-
tal consequences, the defects and limitations of the former, not being recognized,
have had detrimental consequences for much of twentieth-century philosophy. This
is only to be expected, since Frege’s work in the philosophy of language brought
about the so-called linguistic turn, which put questions of language and meaning at
the center of philosophy and led to the founding of the most vigorous school of phi-
losophy in the twentieth century, analytic philosophy. As a consequence, the influ-
ence of Fregean intensionalism is felt in virtually every major area of the subject.

Hume once claimed that attention to the “imperceptible” change in the course
of argnment from ‘is’ to ‘ought’ “wou’d subvert all the vulgar systems of mora]jfy”
(1978: 469-470). I will claim that attention to the “imperceptible” change in the course
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of arguments from conclusions about Fregean sense to conclusions about sense would
“subvert” very many philosophies of language. 1 will also claim that attention to the
non-Fregean notion of sense—overlooked when philosophers unhesitatingly pass
from conclusions about Fregean sense to conclusions about sense—would change
the way that very many philosophical questions are understood and, as a result, en-
able us to make substantial progress in answering them.

The book is divided into three parts. The first is about sense. It criticizes the
Fregean definition of sense and presents an alternative that avoids the criticisms. I
argue that the basic defect of the Fregean definition is that in making the under-
standing of sense a matter of understanding reference, it is reductive, and that, in
virtue of its reductive nature, the definition raises three insoluble problems for
Fregean intensionalism. The first is that Frege’s notion of sense is too restrictive
in fixing extensional structure, thus ruling out what are genuine extensional Ppossi-
bilities. The second is that, at the same time, the notion is not restrictive enough in
fixing intensional structure, thus precluding constraints on the determination of sense
strong enough to prevent indeterminacy. The third problem is that the reductive na-
ture of Frege’s characterization of sense renders it incapable of explicating sense in
natural language, since it erases all boundaries between senses.

All three problems are discussed in the literature in some form or other; but in
each case they are wrongly attributed to intensionalism per se. The first problem was
originally raised by Wittgenstein at various places in the Philosophical Investiga-
tions and subsequently pressed by Putnam and Kripke. The second was raised by
Quine, in arguing for evidential symmetry in radical translation and the indetermi-
nacy of translation. The third problem was also raised by Wittgenstein. It was one
of the difficulties with the Frege/Russell-style semantics of the Tractatus that even-
tually led him to develop his late philosophy. All of these problems were initially
presented as problems with intensionalism rather than as problems with Fregean
intensionalism. In contrast, I will be concerned to show that their real source is the
reductive nature of Fregean definitions of sense and analyticity. The problems arise
only because Fregean definitions explicate sense and analyticity in terms of concepts
from the theory of reference rather than the theory of sense.

To show that these problems arise only for Fregean intensionalism, I present a
non-reductive definition of sense—one that explains sense and analyticity without
reference to reference. Rather than determiners of referential properties and relations,
senses, on this definition, are determiners of sense properties and relations. The main
burden of the first part of the book is to show that these non-reductive definitions of
sense and analyticity face none of those problems. The defipitions are not t0o re-
strictive extensionally, they are not too permissive intensionally, and they preserve
the boundaries between senses in natural language.

The second part of the book is about reference. It examines the relation between
sense and reference from the perspective of my non-Fregean conception of sense. 1
argue that, as well as providing a better account of sense than Frege’s, this concep-
tion of sense provides a better account of the relation between sense and reference.
[ explore in some detail the relation between theories of sense and theories of refer-
ence in natural language, showing, first, that a richer conception of the theory of
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reference emerges as a result of having an autonomous theory of sense together with
an account of how the sense structure described in that theory contributes to referen-
tial s‘tructure, and, second, that that conception of the theory of reference sacrifices
nothing of value in standard treatments of reference.

. The third part of the book is about philosophy. It is concerned with the implica-
tions f’f the argurents in the first and second parts for twenty or so significant ques-
FIODS in f:ontemporary philosophy. In including this material, I have an ulterior motive
in adf;lmon to the philosopher’s customary one of trying to better understand philo-
sophl.cal guestions and make progress in answering them. I want to use the under-
sta.ndlngA anq progress that are achieved to challenge the belief that the proper approach
to meaning in natural language is a logic-based semantics, and to dispel the conse-
quent bias against non-referential conceptions of semantics. It is a measure of how
deeply entrenched this bias has become that L.ewis can make so contentious a claim
as “tSllem?n?;cs Wig; no treatment of truth conditions is not semantics” without feel-
ing the slightest obligation to give an ar; i i
e bt nce 5 o One.g gument and without other philosophers feel-

Such pronouncements pass unchallenged because virtnally everyone thinks that
nog-referential semantics cannot do significant philosophical work. This thought
which I hope by the end of this book will no longer seem a truism, originates with’
F.regt?’s famous “fruitfulness criticism™ of Kant’s semantics (1953: 99-101), which
dismisses it as too conceptually impoverished to do philosophically significant work
Now, Frege never actually argued for this claim about Kantian semantics. What he:
argued for was rather that it did not do the philosophical work that Ae wanted to be
done: the Kantian concepts of sense and analyticity are not logically rich enough to
account for definition in mathematics. And what was the project for which such con-
cepts were required? Logicism. Hence, the bias against non-referential semantics
began its career as a dissatisfaction with Kantian semantics for failing to meet the
needs of Frege’s ill-fated logicist program.

Frege’s new definition of analyticity and its role in his logicist program provided
a model for subsequent philosophers with their own ideas about what philosophical
work needed to be done. The early Wittgenstein and the logical positivists saw the
usefulness of the definition for their campaign against metaphysics. The Fregean
cgncept of analyticity seemed just what empiricists needed to reply to Kant’s criti-
cism of Hume. They could now reply that Kant’s criticism rests on an inadequate
concept of analyticity. Kant’s cases of synthetic a priori knowledge are just an arti-
fact of an unfroitful concept of analyticity. Thus, they argued that Frege’s concept
of analync{ity discredits the metaphysician’s claim that knowledge of synthetic a priori
truth. requires positing a special philosophical facuity for intuiting essences. Moritz
S;hhck clailme.d atlhalt_u it makes it possible to explain away “the showpieces of the
phenomenologic ilosophy” ic (i ’ i
ot vt ,(:19491:) oy phy”” as analytic (in the sense of Frege’s fruitful concept)

. The idga that senses have to be thick to be philosophically useful does not have
an impressive track record. Neither Frege’s attempt to reduce mathematics to logic
nor the logical positivists’ attempts to explain away synthetic a priori knowledge or

to prove that metaphysical sentences are nonsense were successful. Despite such
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failures, no disgrace attached to the idea. Its survival in the face of its failures in
explaining away “the showpieces of the phenomenological philosophy,” in particu-

lar, Wittgenstein’s failure to show that alleged synthetic a priori sentences such

as (I.1) -
(1.1) Nothing is simultaneously red and green.

are analytic, is perhaps the most striking example of its survival value. Here the fail-
ure led not, as might have been expected, to rejection of the idea that senses have to
be thick to do significant philosophical work, but rather to a further thickening of
them. The change from Wittgenstein's early philosophy to his late philosophy
was, as E. B. Allaire (1966) and others have argued, motivated in large part by
Wittgenstein’s failure to handle color sentences such as (I.1) within something like
the logic-based semantics of the Tractatus. Wittgenstein thus abandoned logic-based
semantics together with formal semantics in favor of a notion of sense that is based
on the idea of interlocking language games making up an entire “form of life.”
Wittgenstein’s response to the recalcitrance of sentences such as (1.1) was thus to
introduce even thicker senses than those in the logic-based semantics. The idea that
senses have to be thick to be philosophically nseful is the best example I know of of
a “teflon idea” in philosophy.

. We will see later that senses have to be maximally thin to avoid philosophical
trouble and to do the sort of philosophical work it is appropriate for them to do. In
the third part, I will present a large number of examples to illustrate this point (one
of which is that this thin notion of sense, when properly formalized, finally succeeds
in showing that color sentences such as (1.1) are not synthetic, but analytic). In pre-
senting so many examples, I am not indulging in philosophical overkill. The bias
against a thin theory of meaning is now so deeply entrenched that drastic action is
called for. As I see it, excess is the only thing that stands much chance of demon-
strating the health benefits of thinness.

This book extends the line of argument in previous publications (1986a; 1988;
1990a; 1992: 1994; 1997) in which I undertook to develop an alternative to Fregean
intensionalism. In one of those essays, I proposed a “new intensionalism” based on
the non-Fregean definition of sense (1992), and, in that essay and others, I argued
that the problems that have beset intensionalism over the past forty or so years stem
almost entirely from the assumption that senses are reference-determiners. This book
presents an extensive philosophical rationale for a theory of sense that is entirely
independent of the theory of reference. It aims to be a far more systematic criticism
of Frege’s notion of sense, a far fuller clarification of the new intensionalism’s con-
ception of the relation between sense and reference, and a far more elaborate consid-
eration of the philosophical consequences of an autonomous theory of sense.

This book 1s also directly related to the line of argument in The Metaphysics
of Meaning and Realistic Rationalism (1990b; 1998b). In those books, I argued
that the idea that senses must be thick, which was responsible for the rejection of
intensionalism, limited our broader philosophical choices to one or another form
of naturalism—in particular, some version of Wittgenstein’s therapeutic natural-

INTRODUCTION 11

ism or some version of Quine’s scientistic naturalism. I argued that the possibility of
a_new intensionalism in the philosophy of language, in tumn, creates the option of a
viable non-naturalist philosophy. The Metaphysics of Meaning and Realistic Ratio-
na!ism set out this further option. The former book shows that the arguments of
Wlngenstein and Quine depend on the assumption that intensionalism is Fregean
%ntcnsionalism. The latter book sets out the non-naturalist philosophy, which is real-
1st where Wittgenstein’s naturalism is anti-realist and rationalist where Quine’s is
empiﬁci§t. This book thus provides systematic semantic support for the philosophi-
cal pogiuon set out in those books, though it has been written to stand on its own as
a treatise on twentieth-century philosophy of language.




Sense

1.1. Two definitions of sense

Two things have made Frege’s characterization of sense (1952: ?7) ir’resistlble Eo
intenstonalists.! One is the thought that Frege’s puzzle about hgw a=a and trug a
= b statements can differ semantically, which he uses to motivate the mtroductl.on
of his notion of sense, cannot be solved without Fregean senses. The problem w1t;1
this thought is that Fregean senses are not necessary fgr a solution to thfe puzzle. It
can be handled with any notion of sense, since any n(?tlon of sense permits us t(; asc-1
sign different senses to the symbols ‘@’ and ‘D’ In particular, the puzzle can be solve
i -Fregean notion of sense. .
Wlth”lr*nhz Et(;:;r};rsetie thought that a Fregean definition is abl; to accompm.h two things
that are each desirable and not otherwise jointly accpmphshable. Ong is the redus:—
tion of the theory of sense to the theory of reference in virtue of explammg sense in
terms of reference. The other is the preservation of the sense/reference d1stmct19n.
Reduction is desirable because it replaces what is seen as a barren a}nd vague notion
of sense with what is seen as a fruitful and precise one. Preservation o'f the sex}se/
reference distinction is desirable because it keeps phllosopher§ frgm facing thcj, situ-
ation of having to cope with Frege’s puzzle without the posmbx}qy of appfealmg to
senses in a solution to it. Intensionalists thus see a Fregean definition as letting them
i e and eat it. -
haVC};ﬁflincii)S: is reducible to reference within the theory of reference, it s .not
immediately clear why the distinction between sense and reference should survive.

12
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If the theoretical vocabulary of the system that provides the definition base consists
exclusively of referential concepts, as surely the theory of reference does, how can
there be a place for a concept of sense over and above the concepts of reference?
Does not acceptance of the Fregean reduction of the theory of sense to the theory of
reference turn intensionalism into extensionalism? The reason it does not is that a
Fregean reduction of the theory of sense to the theory of reference is not an elimina-
tive reduction in the manner of an account of meaning like Davidson’s, which de-
nies that there is “anything essential to the idea of meaning that remained to be
captured [once we have] a characterization of the predicate ‘is true’ that led to the
invariable pairing of truths with truths and falsehoods with falsehoods” (1967a: 312).
Rather, the Fregean characterization of sense effects a conservative reduction: a notion
of sense and a sense/reference distinction are available in the reducing theory.

This is because the Fregean definition explains sense in terms of the role senses
play in an instrument/purpose structure. Sense and reference are distinguished by
their different but correlative roles in the structure. The Fregean definition is like a
definition of an employer as one who hires someone. Here employing and being
employed are converses with respect to the hiring relation. On the Fregean defini-
tion, having a sense and having a referent are converses with respect to the referring
relation. Sense is the aspect of expressions in virtue of which they refer to certain
objects in the domain of the langnage; referents are the things in the domain to which
expressions refer in virtue of their senses. Sense and reference are therefore deter-
miner and determinee with respect to the referring relation.

Accordingly, our understanding of the notions of sense and reference must come
from an account of reference, just as our understanding of the notions of employer
and employee must come from an account of hiring. The sense/reference distinction
is then a distinction within the theory of reference, between the instruments of refer-
ence determination (senses) and the objects which those instruments determine (refer-
ents). It is not lost on a Fregean reduction, but rather recast as a distinction within the
reducing theory. So Fregean intensionalists do not pay the price extensionalists have
to pay for eschewing senses. Since senses are not sacrificed, Fregean intensionalists do
not face the puzzles about identity and opacity with no chance of appealing to the only
objects that offer a clear route to a solution.

Notwithstanding the attractiveness of the Fregean conservative reduction in
this respect, it does sacrifice something. What it sacrifices is the option of a non-
reductive definition of sense, one that makes no use of notions from any theory
other than the theory of sense itself. This sacrifice entails the loss of the possibility
of an autoriomous theory of sense, and, as a consequence, the loss of the possibil-
ity of conceiving of the relation between sense and reference as weaker than deter-
mination. Given an autonomous theory of sense, the question of what the relation
is between the sense of an expression and its reference is the question of how a
linguistic system of independent senses is related to a domain of objects. And the
only constraint on an answer is the general one of capturing the role sense plays in
the assignment of objects to expressions. On this conception, nothing commits us
in advance to accepting an answer based on the maximally strong relation of refer-
ence determination.
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Intensionalists who adopt a-Fregean notion of sense are like the characters in
W. W. Jacobs’s story “The Monkey’s Paw.” Their wish for “fruitful” notions of sense
and analyticity is granted in a way that results in calamity. Signs of the intensionalists’
calamity are everywhere. They include inter alia Wittgenstein’s wide-ranging criti-
cisms of their views of meaning and language, Quine’s criticism of their analytic/
synthetic distinction, Putnam’s criticisms of their conception of natural kind terms,
and Kripke’s criticism of their descriptivism concerning proper names. In this book,
I shall argue that intensionalists have unnecessarily opened themselves up to those
criticisms. I shall also argue that pursuing the possibility of a semantics based on a
non-reductive definition of sense avoids the criticisms and the calamity for conten-
porary intensionalism that they brought on. :

Opponents of non-referential semantics assure us that such an option is not worth
preserving. Neither extensionalists nor intensionalists are likely to show much inter-
est in such an option, the former because they think intensionalism is fundamentally
wrong and the latter because, being almost exclusively Fregeans, they think Fregean
intensionalism is fundamentally right. But we have progressed far enough at this point
not to take such assurances at face value. At this stage of my argument, of course,
this option is a mere possibility. But possibilities are 100 important in philosophy to
be dismissed without argument. Moreover, as I will show shortly, there can be no
such argument in the present case, since a consistent notion of an autonomous theory
of sense can be formulated.

If the possibility of non-Fregean forms of intensionalism has to be recognized,
then those who think intensionalism ought to be Fregean have to argue that Fregean
intensionalism is preferable to other forms of the position. In order to make clear
what is required of such an argument, itis useful to distinguish between establishing

(1) that a Fregean reductive definition of sense is better than any other reductive
definition of sense and (2) that a Fregean reductive definition of sense is better than
any non-reductive definition of sense. Both (1) and (2) have to be established to jus-
tify Frege’s characterization of sense and his reduction of the theory of sense t0 the
theory of reference.

Intensionalists have argued, successfully in my opinion, that the Fregean defi-
nition is preferable to other reductive definitions such as those that identify sense
with use, illocutionary force potential, dispositions to verbal response, patterns of
retinal stimulation, extension in the actual world, extensions in possible worlds, and
so on. All such identifications fail “Moore’s test.” If, for an identification of sense
with X, we ask, “Are all cases of sameness of sense cases of sameness of X and all
cases of sameness of X cases of sameness of sense?” the answer is negative. For in-
stance, the identification of sense with extension in all possible worlds fails Moore’s
test because there are NONSynonymous expressions—like ‘the number two’ and ‘the
even prime’—with the same extension in all possible worlds.

For present purposes, 1 shall assame that (1) is established. What about (2)? Here
the picture is quite different. Fregean intensionalists have done next to nothing to
establish (2). They either have been content to take the apparent absence of a non-
referential semantics to mean that there is none or, like Lewis, have dismissed non-
referential semantics out of hand as not semantics. The rationale for thinking that

SENSE 15

::)rngrc;an ’intfen.stiggilism is the only tenable form of intensionalism thus comes down
ge’s frui ess criticism. Let us return to that critici
- . tl T .
do again and again throughout the book. eriielm—something we shal
Frege criticized the semantics underlyi i
rlying Kant’s notion of analytici i
: as h
?;legle (;onlzeptual subtlety and constructive potential of a set of baby ’}; blotzksS Siar;n}i
ideaz tsoag) mle;; utr(:hform corlnplex ideas, which, in turn, combine with other éompfex
ide er complex ideas. Analysis is a matter of breaki
into their parts, with nothin i i : T o
nto | \ g new contributed in the process. Th icati
tion in the predicate of an analyti i : ety ok v b
 analytic sentence in Kant’s sense 1
block construction. Frege invidi s e e
. Frege invidiously compared such semantics to hi i
semantics: “the more fruitful type of definition i A
; ; ion is a matter of drawing boundary i
itﬂzxt wet:r(ei x.lot previously given at all. What we shall be able to infer f%om it c:)ync:tn l‘::
o tpifrzsoeit:x(llzgls\;axllc&;:lﬁr)el, we are not simply taking out of the box what we have just
: ). Frege notes that analytic truths and definitions in hi
“extend our knowledge and ou .10 et
; ght, therefore, on Kant’s view, to be re
¢ h 3 S arded as -
i:;i,s ::((ii 2f‘:léntlhgoes (a);x tf’ remark, “yet [such truths] can be proved bygpurely Iogsi}c:l
, us analytic” (italics mine). Frege’s suggestion is th ’s noti
analyticity contains a conceptual confusi S eifions B
/ S ion because propositions that
as syr}lﬁeuc. l?ef:ause they extend our knowledge, turn (fut to be anzld)(f)tlilcg pitobe ken
I sC ((:’nnastm ;ests ;)n a sleight of hand in which Frege’s “proved by i)urcly logical
ncept of analyticity and Kant’s explicativ 1
the conjunction. The switch is acc i ’ e e tive aao ot
: . omplished with an egregiousl i
thus’ (German ‘also’). Fre e e
. Frege thereby presumes that his own noti ici
namely, provability from logic and definiti i eat ettrion by whieh
) ‘ inition—is the only clear criterion by which
t};)eizzgi: a\fxzaegtgir ;:metlg]n;g ;urns out analytic. Thus, we can register (alo)r;g wiih
enac : 34, n. 6]) the quite justified protest on Kant’s behalf i
plicative concept of analyticity does not ¢ i oo Sontonces.
ontain a conceptual confusion. S
such as ones of the form P — (P v ), whi but e not s
_ : ) ch are provabl i
Iytic, are simply not analytic in his sense. P © logically but are not ana-
i fr(‘)lr.g:;fe ] fm1tfulness criticism to refute Kantian analyticity, it has to be shown
il ess is a virtue and fruitlessness a vice. It is, of ’
thought fruitfulness a virtue. His logici shoing ot et
‘ ] . gicist program of showing that math i
is analytic truth requires a fruitful con ici g ety
cept of analyticity. With Kanti alyticity i
place of Fregean analyticity, Russell wo s 2 oontdionon
i , Rus uld not have had to dis icti
in the set-theoretic foundations of Frege’ ici P
rege’s logicism. It would n
the ground. But the fact that Kanti icity i s
. tian analyticity is useless for Frege’ ici
; N ana ge’s logicism shows
2(; more than that Kantian analyticity is useless for one purposc——hafdly a refuta-
n, Fsmce co.nceptsl not useful for one purpose may be useful for others
e Co;ecge :vntes as if fruitfulness were an absolute, a criterion that allows us to evalu-
ate < epts once and for all on a single the-more-fruitful-the-better basis. But con-
thg o ;r(g ;:ogmt’clxiv;:l tools, and, as such, must be judged in relation to the demands of
or which we intend to use them. A Swiss Army kni i
ful” than a scalpel, but the latter i ‘ e i e evalua.
i el is better for performing surgery. Since th
?on of c9ncepts is tasl.(-relative, Frege has no business taking ffuilt'fyulnessZs aestea‘;idlﬁci
or making absolute judgments about the adequacy of semantic concepts




16 SENSE, REFERENCE, AND PHILOSOPHY

The adequacy of a concept of analyticity, like that of a semantics as a whole,
ought not to be determined on the basis of its appropriateness for the study of the
foundations of mathematics, but on the basis of its appropriateness for the study of
natural languages. Frege does not concern himself with whether his concepts of sense
and analyticity are appropriate for that study, no doubt because he thinks study of
such “imperfect” languages is only worthwhile as a point of departure for the con-
struction of a “logically perfect” one (1952: 70). Be this as it may, the right question
from the present standpoint is whether Frege’s concepts are the proper ones touse in
the study of natural language. Certainly many in both philosophy and linguistics think
they are. But here Frege’s fruitfulness criticism of Kantian analyticity contributes
nothing, amounting as it does to no mMore than the trivial claim that his fruitful con-
cept of analyticity is preferable to Kant’s because it is more fruitful.

Linguistic definitions show their worth in explicating linguistic structure. The
proper standard for linguistic theories is how well they account for the structure of
patural languages. This means that what has to be reckoned with is the possibility
that a revealing account of such structure might well require a description of the
contents of the sense “boxes” associated with expressions of natural language. If
so, we are better off with a concept of analyticity that merely inventories the con-
tents of such boxes than with a fruitful one that finds things in them that are not
there. Frege’s fruitfulness criticism fails even against as flawed a notion of analy-
ticity as Kant’s because it provides no reason to think that unfruitfulness is
unsatisfactory.

Some contemporary philosophers employ versions of the fruitfulness criticism,
but none manages to avoid the question-begging character of Frege’s own version.
Dummett uses a version of the criticism to object to autonomous sense theories, theo-
ries that are, as he puts it concerned with “the nature of significance (meaningful-
ness) or of synonymy (sameness of meaning)” (1973: 92). He claims that those
theories fail as theories of meaning for natural language because such theories are
theories of understanding. Here Dummett expands the notion of fruitfulness beyond
Frege’s logical notion. A theory of meaning bas to be a theory of everything involved
in the speaker/hearer’s understanding of utterances, including, in addition to their

semantics, knowledge of their sound pattern and syntax, information necessary for
on-line processing, and pragmatic features.

Like Frege, Dummett has a philosophical agenda that requires a theory of sense
to be more fruitful than a mere explication of sense structure. -Again, the agenda
derives from concerns in the philosophy of mathematics. In Dummett’s case, noth-
ing less than a full theory of understanding will do because nothing less can provide
an adequate linguistic basis for his intuitionist philosophy of mathematics. Hence,
the question for Dummett, as for Frege, is this: What argument is there o show that
a theory of understanding is better than an autonomous theory of sense for the pur-
poses of explicating meaning in natural language? Dummeit’s argument, that “there
would be no route from [an autonomous theory of sense] to an account of understand-
ing” (1975: 100-101), assumes that a theory of meaning should be a theory of under-

standing, and hence Dummett begs the question. (See the discussion of Dummett’s
argument in Katz 1990b [84-86).)
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It is hard to exaggerate the importance of this second requirement. The choice
of mereological structure over logical structure as sense structure is as important as
(D) itself for our theory of sense and its philosophical consequences. The choice
ensures that a theory of sense is just about intralinguistic properties and relations of
sentences. In delogicizing sense semantics, it reverses Frege’s step of replacing Kant’s
“heams in the house” notion of analyticity with his own “plant in the seed” notion.
In the course of this book, the reader will come 10 see in detail what the significance
of this delogicizing is for sense, reference, and philosophy.

Lacking referential concepts, the theory of sense can state no principle concern-
ing the relation between language and the world. Therefore, an account of that rela-
tion has to be given in the theory of reference, and, since that relation is not fixed
antecedently in the theory of sense, as it is in Fregean semantics, the account of the
relation can take the form of a principle weaker than the principle that sense deter-
mines reference. I shall also argue that the freedom to choose & weaker principle has
important philosophical consequences.

Initially, (D) might seem circular. How much insight, it might be asked, is to be
gotten from a definition that explains sense in terms of sense properties and rela-
tions? But it would be too quick to conclude that the autonomy of the theory of senses
comes at the price of circularity. In the formal sciences, there are domains in which
the objects are understood in terms of their properties and relations and their proper-
ties and relations are, correspondingly, understood in terms of the structure of the
objects. One example is arithmetic, in which numbers and numerical properties and
relations play such a complementary role. Logic is another. Quine himself defines
logical truth in terms of logical properties and relations. He writes: “I defined a logi-

cal truth as a sentence whose truth is assured by its logical structure. . .. Tt is better to
put the matter more explicitly thus: a sentence is logically true if all sentences are
true that share its logical structure” (1970: 49).

Quine also remarks that terms like ‘logical truth’, ‘logical falsity’, ‘Jogical im-
plication’, ‘logical incompatibility’, and ‘logical equivalence’ are members of “a
family of closely related notions” (48). Still another example is found in linguistics,
where the definitions of sound pattern and syntax make use, respectively, of the
notions of phonological properties and relations and syntactic properties and rela-
tions. The sound pattern of a language is that aspect of the grammatical structure of
its sentences responsible for their phonological properties and relations (e.g., thyme
and alliteration), and its syntax that aspect of the grammatical structure of its sen-
tences responsible for their syntactic propeities and relations (e.g., well-formedness
and equivalence of constituent structure).

1 would argue (though 1 shall not here) that this “family circle” is characteristic
of theories in the formal sciences generally. Short of such an argument, it is worth
making two related points. One is that it would be quite perilous to make an argu-
ment against autonomy in the case of the family of sense concepts. Such an argu-
ment would readily translate into an argument against autonomy in the cases of
mathematical, logical, and linguistic concepts. Conversely, if autonomy is accept-
able in these subjects, there is a prima facie case for the autonomy of the theory of
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1.2. Problems with the Fregean definition of sense

The argument in this section is that the Frege/Carnap pohon of seman(;u:f i;tirtlilg;u(r;
is not the correct one. I will present three problems w1th. the Fregean te ition o
sense that are unsolvable within Fregc/(;arnap semantics and do no aer:lt : for o
theory of sense based on (D). This is the first phase of my overal} argum i for e
new intensionalism. The second and third pl.lases cgnsmt of applications of my ap
proach to the theory of reference and to philosophical problems.
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1.2.1. The problem of too strong a constraint

The first of the three problems is that Fregean characterizations of sense—Frege’s,
Carnap’s (1956: 239, 242), the definition of senses as functions from possible worlds
to extensions in them, and others like them—constrain reference too strongly. The
point is best illustrated by the case of proper names. Frege had a strong reason for
taking proper names to have a sense: he could see no other way to explain the differ-
ence in cognitive significance between sentences like (1.1) and (1.2) (1952: 56-58).

(1.1) Hesperus is Hesperus.

(1.2) Hesperus is Phosphorus.

But if having a sense is equated with having a Fregean sense, this explanation com-
mits us to the assumption that the sense of a name must determine its bearer(s) in
counterfactual situations as well as actual ones. Yet, as John Stuart Mill observes
(1862: bk. I, ch. 2, section 5), the sense of ‘Dartmouth’, presumably city lying at the
mouth of the river Dart, would not pick out Dartmouth in a counterfactual situation
where the river Dart changed its course so that the city is no longer located at its
mouth. Wittgenstein argued (1953: sections 79-81) along similar lines, targeting
Frege’s semantics specifically. He pointed out that if we take the property of being
the man who led the Israelites out of Egyptian captivity to be the sense of ‘Moses’,
we are forced to deny the possibility of Moses’s existing in counterfactual situations
in which someone else led the Israelites out of captivity. On the basis of such ex-
amples, Wittgenstein says, clearly with Frege in mind, that “we are not equipped with
rules for every possible application of {a word].”

Mill’s and Wittgenstein's examples show that the cluster of properties that are
most naturally taken to pick out the bearer of a name in actual situations do not pick
it out in some counterfactual situations. Hence, in making senses determiners of ref-
erence, Frege makes the application of names in counterfactual situations conform
to the putative criteria for picking out their bearers in actual situations, and, as a
consequence, too strongly constrains the possibilities for reference in hypothetical
reasoning. We want neither to exclude the possibility that Dartmouth is a bearer of
‘Dartmouth’ in the counterfactual situation in which the river Dart changed its course
nor to exclude the possibility that Moses is a bearer of ‘“Moses’ in the counterfactual
situation in which someone else led the Israelites out of captivity.

Wittgenstein (1953: section 87) suggests that the problem extends to common
nouns and adjectives as well. Putnam and Kripke take up this suggestion, extending
the criticism to some members of the class of common nouns, particularly to those
expressing natural kind concepts. In an early essay, Putnam (1975b) argued that tak-
ing the property of being a feline animal to be the Fregean sense of ‘cat’ would pre-
clude the genuine possibility that previous uses of ‘cat’ referred to Martian robots
that Jook and act like real cats. In a subsequent series of influential essays (1973a;
1975a; 1975¢), Putnam presented a number of counterexamples to question whether
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Fregean senses do their professed job of reference determipation: In one of th<')se
essays, Putnam argues that a cluster of properties such as being atllght rf\etal, 'bem%
silver in color, being durable, and being rustless gets the extens19n.of alummum'
wrong, because “{f]or all {we] know, every one of these characteristics may also fit
molybdenum™ (1975¢: 150). .

Putnam uses essentially the same considerations to argue that kpowledge of
meaning cannot be taken to be intemnal to our minds (1975a). HIS primary target,
philosophers such as Frege and Carnap, subscribe to both the principles (I) and (II):

(I) Knowledge of the meaning of a term is just a matter of being in a certain psy-
chological state.

(II) The meaning of a term (in the sense of its intension) determines its extension
(in the sense that sameness of intension determines sameness of extension).

Given the Twin Earth case, Fregean intensionalists have to say that refe{ences to
XYZ, a substance that exemplifies all the phenomenological properties qf watér—
for example, liquidity, odorlessness, colorlessness, tas'telessness, and being thirst-
quenching—but is not H,O, are references to water. leen that (I) and (IT) lead to
the consequence that ‘water’ applies to something that is not water, they cannot both
be true; Putnam concludes that (I) (internalism) is false. )

Kripke’s “blue gold” case (1980: 118) is parallel to Putnam’s “robf)t cz'tt case.
In Kripke’s case, in which gold appears to us to be yellow due to‘an optical illusion,
taking the concept vellow metal to be the Fregean sense (or part of the }frege,:m sense)
of ‘gold’ would preclude the genuine possibility that previous.uges of gf)ld referred
even though gold is actually blue. Kripke's argument from his iron pyrites example
(1980: 119) is the same as Putnam’s argument from his molybc.ienurfl exampl;.
Kripke’s tiger example (1980: 119-121) splits into two cases, one in which an opti-
cal illusion makes us think tigers have four legs when they only have three and one
in which we discover tiger-like creatures that are reptiles rather than mammals. The
former is parallel to the gold case with leggedness plz}ying thf: role of.color, and the
latter is parallel to the molybdenum case, with tiger-like reptiles playing the role of
molybdenum.

Kripke concludes from such cases that a wide range of common nouns, includ-

ing terms for species, like ‘cat’, terms for substances, like ‘gold’, terms for phc':non_n-
ena, like ‘heat’ (and their corresponding adjectives, like ‘hot’) “have a greater kinship
with proper names than is generally realized.” Kripke goes on to say:

The modern logical tradition, as represented by Frege and Russell, disputed Mill
on the issue of singular namies, but endorsed him on that of general names. Thus all
terms, both singular and general, have a ‘connofation’ or Fregean sense. . . . '.I'h’e
present view, directly reversing Frege and Russell, (more or less) endorses Mill’s
view of singular terms, but disputes his view of general terms. (1980: 134-135)

Finally, Jerry Fodor adapts Putnam’s argument as an argument against definition.
He argues for the claim that
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[cloncepts can’t be definitions because most concepts don’t have definitions [on
the grounds that] {ajt a minimum, to define a concept is 10 provide necessary and
sufficient conditions for something to be in its extension (i.e., for being among the
things that concept applies t0). . . . {Tlry actually filing in the blanks in ‘x is a dog
iffxisa..." without using . .. words like ‘dog’ or ‘canine’ or the like on the right-
hand side. (Fodor 1994: 104)

Since Mill’s, Wittgenstein’s, Putnam’s, Kripke’s, and Fodor’s arguments share the
Fregean assumption that senses are reference-determiners, Fregean intensionalists have
no reply to them. They are hoist with their own petard. But, having no commitment to
this assumption, an intensionalism based on (D) can reply that all such anti-intensionalist
arguments are unsound. Putnam’s Twin Earth argument is paradigmatic. Directed
against philosophers such as Frege and Carnap, who also endorse (II), the argument
does not need a defense of (I). But directed against non-Fregean intensionalists, who
reject (II), the argument fails. Given that intensionalists can reject (IT), the step from
the falsehood of the conjunction () & (I) to the falsehood of (I) is fallacious.

The same difficulty is found in Putnam’s aluminum/molybdenum argument. If
the sense of ‘alaminum’ does not have to determine its referent, Putnam cannot £0
from the fact that a cluster of properties gets the referent of ‘aluminum’ wrong to the
conclusion that it gets the sense wrong. Hence, what was the great strength of Putnam’s
arguments—the fact that they assume the same thing about the nature of sense as the
Fregeans—becomes their fatal weakness.

Putnam failed to see that there could be non-Fregean intensionalism because he
took the theory of sense based on (D) to be nothing more than a “translation into
‘mathematical’ Janguage of precisely the traditional theory that it has been our con-
cern to criticize” (1979¢: 144-146). Thus, Putnam mistakenly argued that “[i]t fol-
lows that each counterexample 1o the traditional theory is at once a counterexample
to Katz’s theory.” Putnam did not recognize how radical a departure from Frege's
theory a theory of sense based on (D) is—even though the theory presented in Se-
mantic Theory (Katz 1972: 1-10) and other works does not define sense as the deter-
miner of reference.

Fodor’s argument is nothing but Putnam’s with a different example. Just as
Putnam argued that no definition of the term ‘aluminum’ gets its extension right
because the best we can do in the case of ‘aluminum’ is to cite a cluster of properties
that does not provide necessary and sufficient conditions for being aluminum, so Fodor
argues that no definition of the term ‘dog’ gets its extension right because the best
we can do to fill in the blank is to cite a cluster of properties like being an animal,
being a mammal and being a carnivore, but such a cluster does not provide neces-
sary and sufficient conditions for the application of ‘dog’. Hence, Fodor begs the
same question as Putnam. Like Putnam’s assumption of (II), Fodor’s assumption that
definition is Fregean definition ignores the possibility of a definition of sense as
determiner of sense properties and relations.

Thus, Fodor’s argument against definition is unsound, because there is an alter-
native to the Fregean definition of sense. At best, it shows that if definitions of terms
in natural language are Fregean definitions, then natural kind terms do not have defi-
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nitions. But since the existence of an alternative to the Fregean definition of sense
shows the antecedent of this conditional to be false, the consequent cannot. b'e. de-
tached. Hence, Fodor’s conclusion that patural kind terms do not have defmm(;lns
(i.e., full decompositional analyses of their sense§). does not follo\fv. '1?he fz;ct that
senses do not provide necessary and sufficient conditions for the application of a te;m »
does not entail that they do not decompose into a set of senses .th~at are necessary for
the reference of the term and that are jointly necessary and sufficient for a full analy-
Sls 0;;‘35: zi:o deployed his argument against the decompositional view of sense
(the view that virtually all syntactically simple common nouns have co.mple‘x senses);
The view is motivated by considerations of synonyrmy. For ijample, since bachelorf
is synonymous with ‘adult hurnan male who is single’, the v_mw says that theA s;nzeﬁ o
‘bachelor’ consists of the senses human, male, adult, and s.mgle. De,composmon ty
is the core of the traditional theory of meaning. It is fougd in Locke’s a.ccqunt of tri-
fling propositions, and forms the basis fOlj Kant’s notlon-that analytic ]uclilgmhentz
“merely break . . . [the subject concept] up into those constituent concepts that havi
ong been thought in it” (1929: 49). L
. alRejicting deco%npositionality, Fodor, Garrett, Wz}lker, and Parkes adopt 'le)lilb
cal primitivism” (Pitt 1999: 143), the view that all l.ex1cal concepts are sem;an?lca y
simple and hence each represented independently in the !angua‘ge—leamer s .mn?te
conceptual space (1980: 276). This position does not provide a viable semz?ntlcs or
nativism because it requires every lexical concept that has appeared or ever‘wxll appear
in the history of natural languages to be an ‘m(.iependent element in our innate cct)ln;
ceptual space. This means we must suppose either ’fhat the evollunonar.y forcesf i a
produced our species perfectly anticipated every twist and turn in the mstor){ o fs;i—
ence, technology, and society or that our innate conceptual space contains a 1o . €
infinitely many possible lexical concepts. Since both' (?f these alternatives arehiarl-1
fetched, to say the least, the hypothesis of decompositional sense strl.}cture, whic
allows senses of lexical items to be derived from a small number of highly general
i ore attractive semantics for pativism. .
Concgls),k:’: iiafrh::nﬁal arguments for a Millian view of names also ignor§ the poﬂ?;}(;
bility of an alternative to the Fregean definition of sense. As 1 shﬂ show in the .
part of this book, the arguments from counterfactual. cases that Kripke uses .to 'IC.JCCt
the descriptivist account of names support only the repcﬂop of F}"egea?l descnpu.\flsm‘
The natural kind term arguments against Fregean mtcnsmnah’sm exp¥o'1t the
excessive strength of the constraint on reference impqsed b}{ Frege s definition of
sense. But, since it is open to intensionalists to adopt. ag mtcnswnahsm. basec'l on (.D),
there is no pressure to sacrifice intensionalism, to lnmfc thevsmpe qf mtensmnal?sni
to a portion of the vocabulary of the langgage, to re_]ccft 'mtemahsm, or to rejec
decompositional analysis and a Kantian notion of analyticity.

1.2.2. The problem of too weak a constraint

The first problem, that the Fregean definition of sense constrains reference oo strongly,
arises because of what that definition tells us. The second problem, that the Fregean
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definition does not constrain sense strongly enough, arises because of what that defini-
tion fails to tell us. In a nutshell, the Fregean definition of sense fails to tell us enough
about sense to enable us to determine the senses of expressions.

I argued in section 1.1 that the Fregean definition explains sense in terms of
the role it plays in an instrument/purpose structure. This makes the individuation
of senses, like the individuation of tools, a matter of function, of the job they do.
Once intensionalists define sense functionally, they commit themselves to saying
that anything that fits the job description “determiner of the reference of the term ¢~
counts as the sense of r. As a consequence of this commitment, they face something
like the problem of multiple realization, widely discussed in the philosophy of mind.

For example, on this view, the sense of the expression ‘two’ and the sense of the
expression ‘the even prime’ must be counted as the same, in virtue of the fact that
they determine the same referent. But, since those expressions do not have the same
sense (we have to prove that two is the even prime), we can conclude that sense is
not a functional concept, as Fregean intensionalists claim. No such examples could
arise if sense were a true functional concept like screwdriver. The differences be-
tween two tools both of which do the job of driving in screws—for instance, that
one is operated manually and the other is power-driven—do not count as relevant
to the question of their sameness as screwdrivers. The difference between the senses
of ‘two’ and ‘the even prime’, however—viz., that the latter but not the former
involves being the unique number with the properties of evenness and primality—
is relevant to the question of their sameness as senses.

From the standpoint of Fregean intensionalism, where such differences are not
relevant, we can say that the sense of ‘two’ is the even prime, and we can also say,
with the same rationale, that the sense of ‘two’ is the successor of one, the square
root of four, the difference between fifteen and seventeen, or anything else necessar-
ily coextensive with the sense of ‘two’.

Carnap (1956: 23-30) says as much when he equates sameness of intension
with necessary co-extensiveness. And this gets him into trouble when, in effect, he
characterizes synonymy as sameness of intension and, on this basis, argues (236~
240) that intensionalism is preferable to extensionalism because it provides grounds
for choosing the cotrect translation in cases of vacuous terms. Carnap argues that
only intensionalism allows us to select the synonymous pairs in (1.3) and reject
the nonsynonymous pairs in (1.4)

(1.3) ‘Einhorn’/‘unicorn’ ‘Kobold’/*goblin’
(1.4) ‘Einborn’/‘goblin’ ‘Kobold’/‘unicorn’

because only intensionalism can invoke possible cases. But this argument collapses
because appeal to judgments about possible cases is of no avail when the question of

synonymy concerns recessarily vacuous but non-synonymous expressions such as
those in (1.5).

(1.5) ‘Einhorn mit drei hornen’, ‘round square’, ‘the largest number’, ‘bachelor who is
married’, . ...
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Fregean intensionalism provides no way of choosing the right sense for an ex-
pression among various senses all of which necessarily determine the same referent,
because any sense that does the job of determining the reference of the expression i8
as good as any other sense that does the job. It is arbitrary which of the senses we say
is the sense or intension of the expression. This ought to come as no surprise. Since
the Fregean definition of sense teduces the theory of sense to the theory of refer-
ence, the notion of sense is embedded in a system in which only extensional criteria
constrain choices among semantic hypotheses. On such criteria, the intensionalist
has no way to choose the right hypothesis about the sense of an expression from a set
of hypotheses involving necessarily co-extensive senses. The reduction cuts us off
from the intensional criteria that could determine that one hypothesis, to the exclu-
sion of all others, is the right one.

Here we arrive by a different route at the symmetry among referentially equiva-
lent translation hypotheses on which Quine based his thesis of the indeterminacy of
transtation (1960: 26-79). Quine’s familiar example of extensional equivalence is
as follows: “Point to a rabbit and you have pointed to a stage of a rabbit, to an inte-
gralpartof a rabbit, to the rabbit fusion, and to where rabbithood is manifested. Point
to an integral part of a rabbit and you have pointed again to the remaining four sorts
of things; and so on around” (1960: 52-53). Referential evidence is insufficient to
choose among the translations <rabbit’, ‘undetached rabbit part’, ‘rabbit stage’, and
‘instantiation of rabbithood’, and the radical translation situation contains no other
evidence to compensate for the insufficiency of referential evidence. Similarly, ref-
erential evidence is insufficient to choose among the English translations in (1.5) or

‘the even prime’, ‘square root of four’, ‘the difference

]

among ‘the successor of one’,
between fifteen and seventeen’, and similar definitions of “two’.

Quine argues (1960 71=72) that symmetry among translations for the native’s
term ‘gavagai’ is a consequence of the absence of “independent controls” in the radical
wranslation situation. In our case, 100, the symmetry can be regarded as due to an
absence of independent controls—that is, absence of evidence about sense proper-
ties and relations that justifies the choice of one English expression, to the exclusion
of others, as the right translation for the German expression. Hence, in both Carnap’s
translation situation and Quine’s radical translation situation, indeterminacy arises
because the only evidence that can be brought to bear in choosing among intension-
ally distinct but extensionally equivalent hypotheses is extensional evidence.

In both the Quine and the Frege/Carnap cases, there is indeterminacy because there
is evidential symmetry; there is evidential symmetry because there are no independent
controls; and there are 1o independent controls because there is no intensional
evidence—evidence about the sense properties and relations of expressions. But the
restriction responsible for the absence of independent controls is different in the two

cases. In Quine’s case, the restriction that excludes intensional evidence is imposed
from outside intensionalism. Quine sets up the radical translation situation sO that
only information about relations between language and the world counts as evidence
for translation. In the Frege/Cammap case, the restriction is imposed from within inten-
sionalism itself. The Fregean definition of sense reduces the theory of sense to the theory
of reference, in which only referential information counts as evidence. '
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fatalThps, Fr:lgean intensionalists are stuck with the restriction that gives rise to th
evi i .
ol evi ential symmetry. But non-Fregean intensionalists are not. The situation here
mlmscent_ of the one encountered earlier in connection with Putnam’s Twin Earth
ar e . . . ’
Smg:k ;?tth a(glz;nst :ntem;hsm. Just as in the latter situation Fregean intensionalists were
ut non-Fregean intensionalists had the opti jecti
h (ID . ' option of rejecting it, so, in
Ef,::ﬁi :1?zlu9n, F:telgean intensionalists are stuck with the restriction t%) e’xtet’lsiogl;
, but, since the restriction is not imposed from withi i iti
. _ . m within their positi
intensionalists are free to reject i ing illegiti Do o o A
ject it as something illegitimately foi
= : j : oi ely foisted on them.
Scenmzasrtlzllzll’( ;vt(;::sd (1i88, 1-990b, 1996), I argued that Quine’s radical translation
eck against non-Fregean intensionali
. sts. I argued that there i
po reason to take radical translation a; i X ation with
s a satisfactory model of actual t i i
' : ransla
resl')ec(tltgo6 (t)hez gwdcnce for translation. To be sure, Quine’s radical translattlizrx; .
nario : 28-29) appears innocent en i i e
ough at first, being presented i
case of actual translation dealing with “ : D emtoohod pemoto
: g with “the language of a hithert:
It is advertised as an unobjecti idealiza st ety
jectionable idealization of actual i
abstracts away from “hints” i i s oo shared outtere
provided by previous translati
ahsiracts wway . 0\ . ations and shared culture.
But rtl}sxi(s) n1:l _rntlslleadmg advertising. Since the issue between intensionalists and
extension tr;sn :1211; (\;vhtethe; senseas1 are part of natural language, restricting the evi
. n to referential properties a i i nst
dence for franta: prop nd relations begs the question against
on a(}}\g;: glfftehrs no targume;xt for the restriction. His claim that there is no inten
e matter to play the role of truth maker in th ing is
not backed up with argume i o Word an Obrecs (1560)
nt. For everything he says i j
not : : says in Word and Object (1960
and :;.scwa};ere., analyt_m hypotheses could be evaluated within a framewojrk in(whict)l
nten (;?rtlru t}eﬁzgien;e 1§ brought to bear in choosing a translation so that the “param:
in the theory of meaning would b i !
' : ¢ as stable as those i i
e ! wou n particle phys-
s attert;e ts1t1re, a“ll;wo Dog@as of Empiricism” (1953) gives an argument agpaiillst
fhe 2 pt to make objective sense of synonymy, which might be turned into an
ris ment to legitimize the restriction. But, as we have already seen, that argument
Is)upplz);;?gseg that the thdeory of sense must be reduced to another theory. This pre
onis expressed in Quine’s remark that i : ‘
‘ itie a theory of meaning that i i
uPF Is : : g that interdefines
) acle};tl(clltgyzS :; synonymy’, anq its other theoretical terms is like “a closed curve in
anstmcted aio?;,())- Hm;ever, in failing to consider an autonomous theory of sense
‘ g non-Fregean lines, Quine provides i
ot T over . ' . no reason to think that reduc-
y form of intensionalism. Hence, there i 1
prevent us from taking the view th ati O o e
; . at actual translation uses evi
properties and relations to make translation decisions vidence sbout sense
v : .
Synony(:xr;o:rzr, 01;1’ foll:hsetr)nantxcs encourages us to take this view. Decisions about
made on the basis of judgments about similari i
! n th imilarity and diffe f
meaningfulness, ambiguity, s ! tnd retations of
: , , synonymy, and other sense properties and i
expressions. For example, we decide that ‘disi D ncoioresed: are ot
3 at ‘disinterested’ and ‘uni >
expressions. Tor ex dect . uninterested” are not
g because ‘disinterested’ is judged similar i i
same near use ‘disi similar in meaning to ‘non-
f::'uinsa;r; and l?nmter,ested as similar in meaning to ‘inattentive’. ‘Einhorﬁ’ is siijl—
i burtls‘; to I,IOI‘SC ‘and fteed‘, while ‘goblin’ is similar in sense to ‘gnome’ and
; orse” and ‘steed’ are not similar in this respect to ‘gnome’ and ‘elf’
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Fleshing this thought out, we can sketch the role that judgments about similarity
and difference in sense can play in deciding between alternative translations in Quine’s
‘gavagai’ case. The field linguist can ask informants not only whether ‘gavagai’ does
or does not apply to something, but also what judgments they would make about the
sense properties of ‘gavagai’, ‘rabbit’, ‘rabbit stage’, and “undetached rabbit part’, and
their sense relations to one another and to other expressions. The linguist can ask bluntly
whether ‘gavagai’ is synonymous with ‘rabbit’, ‘rabbit stage’, or ‘undetached rabbit
part’. If informants provide a direct answer, positive or negative, there is some evi-
dence. If not, there are other informants and less direct questions. The linguist can ask
whether the sense of ‘gavagai’ bears the same part-whole relation to some expres-
sion in his or her language that ‘finger’ bears to ‘hand’ or ‘handle’ bears to ‘knife’.
Or the linguist can ask whether ° gavagai’ is closer in sense to “infancy’, ‘adolescence’,
and ‘adulthood’ or to ‘infant’, ‘adolescent’, and ‘adult’. If some informants can make
such judgments, there would be evidence relevant to distinguishing among the al-
legedly symmetrical translations.

Of course, bilingual informants are required. Without fluent speakers of the two
languages, there is no source from which to obtain judgments about relations between
expressions in them. In this respect, the study of sense relations between languages
is not different from the study of sense and other grammatical relations within a lan-
guage. In both cases, all our evidence comes from informants: just as the gram-
matical description of a single language must assume fluency in that language, 80
translation between languages must assume fluency in those two languages. Even
Quine acknowledges what comes down to this point when he assumes a linguist who
rightly “settle[s] on what to treat as native signs of assent and dissent” (1960: 29—
30). Of course, the more ambitious the approach, the stronger the assumption about
bilingual competence has to be. So for this approach, which aims to vindicate deter-
minate translation between languages, however disparate, we have to assume fully
bilingual informants.

Quine objects to bringing in bilinguals, urging us to resist . . . a stubborn feel-
ing that a true bilingual surely is in a position to make uniquely right correlations of
sentences generally between languages” (1960: 74). This feeling, for Quine, is a
“major cause” of the failure to perceive the indeterminacy of translation. His objec-
tion is that, whatever judgments we get from one bilingual with “his own private se-
mantic correlation,” another might have his own different private semantic correlation:
«_ . another bilingual could have 2 semantic correlation incompatible with the first
bilingual’s without deviating from the first bilingual in his speech dispositions
within either language, except in his dispositions to translate.” This is, no doubt, a
possibility—just asitisa possibility that different monolingual speakers could have
incompatible sentence/sense correlations without having different speech disposi-
tions except in dispositions t0 make synonymy jndgments—or, for that matter, just
as it is a possibility that different monolingual speakers could have incompatible
sentence/pronunciation correlations without having different speech dispositions,
except dispositions 10 make homonymy judgments. 1 do not deny this. They are, (0

be sure, all possibilities.
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My p‘omt'ls that that is all they are. Hence, their negations are also possibiliti
When as linguists we suppose that bilinguals will have the same, or sufficient] simile&
semantic correlations, and that they will make essentially the same seman);ic. j dar’
ment's,‘ \ye are §upposing nothing more than the possibility that is the negation (J);1 ﬂ% .
p()SSlbll%t}f Qu.me favors. We presume the existence of laws to be discovered i the
same spirit as in any othe.r study undertaking the investigation of 2 new domain ';'lhusC
;)r;li;;rels;;lmmg tt}:at there is gmfonmty among the semantic correlations of differen;

guals, we beg no question. We do not thereby deny the Quinean possibility. Th
prcsurpptlon that bilinguals have essentially the same semantic correlations and . ake
essenhally th.e same semantic judgments is a working assumption—just a:m Qurirll'l ’e
presumpnon is a working assumption. The question of which working assum t'eos
fits the facts can only be decided on the basis of an investigation of the d P of
translation. © domain of

Isit, as Quinfa believes (1960: 73), that there is no “objective matter to be right
or wrong al?out” in translation, or is it, as intensionalists believe, that there is? Tfl t
is the question. Hence, our working assumption is just part of the,methodolo : of ’
attempt to answer the question objectively. If we want to know whether theri};s e i
dence that can decide among co-extensional properties that figure in an alleged s .
metry, we have no choice but to query bilingual informants about the anglbi gxrtn‘
antonymy, synonymy, redundancy, and other sense properties and relations ofg relZ:
vant’examples. If Quine is right, then sufficient consistent evidence will not be forth
coming no rpalter how much investigating we do. If I am right, such evidence 'li

be forthcoming. Since Quine’s objection to bilinguals has no fo;ce against theirz1
as part .of an attempt to determine whether there is or is not a fact of the matt in
tr.anslatlon, his argument for indeterminacy rests on an arbitrary exclusion of 1 e
sional evidence in the translation situation. on ormer
e eIn 1bo.th the 'Frege'/Camap case a_md the Quine case, indeterminacy arises from
xclusion of intensional evidence in the choice of translations; in the Frege/Carna;
case, howc?ver, the exclusion is not imposed from the outside, but is an inherent fe: d
ture of their referential semantics—something introduced by ’Frege’ s reductive deia“::
mtlor-t of sense. On (D), the sense structure of an expression is the source of its
meaningfulness, mejaninglessness, ambiguity, synonymy, redundancy, antonymy, and
other sense properties and relations. In making this connection bet,ween the };en
structure of expressions and their sense properties and relations, an autonomous theose
gf sense supplies the required intensional evidence. This evidence constitutes t}?é
mdepe'ndent controls” that enable us to characterize the notion of a right‘ choice in
tr?.nslatlon. In short, the right choice is the simplest hypothesis that accounts for th
widest range of sense properties and relations of the sentences in question )
Thus, mtenmpnalists overcome the problem of too weak a constrair;t if the
abanc_lqn Fregean intensionalism in favor of an intensionalism based on (D). Fre ’y
deﬁnnmn of sense creates the problem of indeterminacy because it bases tile exg el'S
cation of the notion of sense on referential considerations alone. With (D), we hz .
an autonomous theory of sense that enables us to strengthen the c'onstraints ’on sensvc
deterr_nmatlon by allowing non-referential considerations—specificalfy, eviden:e-




30 SENSE, REFERENCE, AND PHILOSOPHY

about the sense properties and relations of expressions—to play a role in choosing
among competing translations.

1.2.3. The problem of the wrong constraint

Frege imposed the constraint of fruitfulness on semantic theories. He used it to dis-
miss Kant’s concept of analyticity for its sterility. Kant, he said, *. . . seems to think
of concepts as defined by giving a simple list of characteristics in no special order;
but of all ways of forming concepts, that is one of the least fruitful. . . . Nothing es-
sentially new . . . emerges in the [Kantian] process [of forming concepts]” (1953
100). But fruitfulness, as I have been arguing, is the wrong constraint to impose on
semantic theories of natural language. In this subsection I will argue that it is, as it
were, too much of a good thing. I will argue that making the laws of logic part of
analysis so radically inflates linguistic concepts that their swollen bodies no longer
bear any resemblance to senses in natural language. ’

The notion of analyticity in a semantic theory provides its account of semantic

analysis and hence its account of the content of concepts. This is something Frege
acknowledges when he says that what follows logically from a definition is “con-
tained” in it (1953: 101). Frege’s remark that logical consequences are contained “as
plants are contained in their seeds” rather than “as beams are contained in a house”
says that the content of concepts in his semantic theory is determined logically rather
than mereologically. The point is underscored when Frege calls our attention to the
logical fact that a conclusion can follow from its premises even though “{it] is not
contained in any one of them alone.”

For someone who puts such a premium on fruitfulness, P — (P v Q) should be

the paradigmatic law of logic for determining the content of concepts, since it allows
the introduction of completely new content. But just because this law exemplifies
fruitfulness in its purest form, it shows most clearly that analyticity in Frege’s sense
is the wrong constraint for semantic analysis. If the content of concepts is determined
on the basis of laws of logic, then there can be no concepts. The point goes back
to Wittgenstein, who observed that, as a determinant of the content of concepts,
P — (P v Q) commits us to saying that the sense of a sentence S includes the sense of
the sentence S or S’ where §' is any sentence whatever (1974: 248-249). Thus, Frege’s
account of the content of concepts produces a semantic collapse in which the sense of
each sentence of the language is the disjunction of the senses of every sentence of the
language. The sense of each sentence of the language includes and is included in the
sense of every sentence (in the sense in which the meaning of ‘spouse’ includes both
the meaning of ‘husband’ and the meaning of ‘wife’). Hence, the content of every sen-
tence is the same as that of every other sentence: all sentences are synonymous. Not
only is there, in effect, one sense in the language but also, since Fregean intensionalists
hold that sense determines reference, all meaningful sentences have the same refer-
ence. Since every sentence will contain a true disjunct, every senience is true, incon-
sistent sentences have the same truth value, and so on. Moreover, since natural languages
have infinitely many sentences, the content of each sentence is infinite. Hence, speak-
ers of a language cannot fully understand even the simplest of its sentences.
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) These consequences make it necessary to abandon Fregean semantics in the stud
of r'xatural }anguage. Of course, Fregean intensionalists can try to reformulat thy
logical notion of analyticity without the law P — (P v Q) and others that lead te the
same embarr:.issmg consequences. This means reformulating Fregean anal tici? X
that an analytic proposition is one that is provable from definitions and a speciyal ry -
subset of the laws of logic. This fallback position would represent a considi 0{’,‘1"1'
rf:trea}t from the Fregean ideal of fruitfulness; furthermore, from the present er: ae :
tive, {t vxfould be both arbitrary and pointless. It would be arbitrary becausepthefe o
no principled explanation of why some laws of logic should support analytic ¢ N
quences @d others not. After all, logically speaking, there is no difference bet(\;:as o
the laws included in the proper subset and those excluded from it. Logicall lhen
are all equally valid principles of inference. sty ey

_ .Such.a fallback position would be pointless because the resulting notion of an
lyticity still does not provide an adequate account of sense for natural language 1:;
1 have alre?dy shown, logical equivalence cannot serve as sameness of senseg f’ur—
ther, a version of one of the earlier problems with Fregean analyticity resufface;S' th
cgntent of every sentence will contain all the logical truths, and since there are :nfie
mtely‘ many of them, the content of each sentence will be infinite, and, again, s :: k_
ers will not be able to understand any sentence. Finally, redefinitions’ otg anz;l It)icz}t .
based on.a proper subset of the logical laws will fail to capture certain cases in)\;/hilcilx
a proposmon. is part of another proposition. On what seems to be the best proposal
a'long tbesg lines, due to Ken Gemes (1994), a proposition A is part of apropos'
tion B just in case A and B are contingent and A is the strongest consequegcepofll;
cons.tructable with only the (essential) atomic formulas of A. But the restriction t

contmgent propositions is itself an admission of defeat. Moreover, as Brad Armou .
Garb (in conversation) points out, such an account fails to captm:e the fact that ttf—
sense of P is part of the content of Possibly P. o
The problem of the wrong constraint has the same source as the first two prob-
lems, n?mély, the reduction of the theory of sense to the theory of reference. The vfron
constraint is imposed on the analysis of sense structure because the theory ;)f referen .
sets conceptual boundaries on the basis of the laws of logic, that is, the laws of truiﬁ
and ref.erence.‘ These laws state invariances of truth and reference 11’1 terms of model-
theO{etlc relations among the extensions of terms in possible worlds. Those relations
provide too coarse-grained an equivalence relation for sense stxucnlrt;' the boundari »
they d?raw among senses are not their boundaries in natural language - ®
Sm@ (D) uses the notion of sense to explain sense properties .and relations of
expressmr;s,fhe right constraint for determining the boundaries of senses in natural
lgnguage is in place from the start. If we draw these boundaries on the basis of the
simplest hypotheses required to explain sense properties and relations, we guarantee
that our representations of them will match the boundaries of senses ,in natural lan-
guage. Suc{h boundaries are intrinsic; representations of them must be based on struc-
g}ral m\ianances Over senses, not on invariances over other kinds of objects. Butler's
t }1lctum Eyerythmg is what it is, and not another thing” is as valid a protest against
e twentieth-century attempt to reduce sense to reference as it was against the
seventeenth-century attempt to reduce morals to psychology.
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Frege’s claim that “[d]efinitions show their worth by proving fruitful” (1953: 81)
is, therefore, the very opposite of the truth. As I shall argue in the next two parts of this
book, definitions show their worth by, in a certain sense, proving unfruitful.

1.3. The autonomous theory of sense

1.3.1. The autonomous theory of sense: what it is

(D) sets the aim for an autonomous theory of sense (“ATS”) as both the description
of the sense structure of expressions and the explanation of sense properties and re-
lations of expressions in terms of features of sense structure. Since there are infi-
nitely many expressions in a natural language, a description of the structure of senses
of sentences must take the form of recursive principles. These principles explain the
compositional sense structure of a language, that is, how the senses of complex ex-
pressions are a function of the senses of their syntactic constituents (together with their
syntactic relations). Since the senses of syntactically complex constituents are a func-
tion of the senses of their subconstituents, compositional principles work up from the
most deeply embedded constitnents of a complex expression to the expression itself.
Since they apply initially to syntactically atomic iterns, morphemes, the base for a com-
positional explanation is a dictionary specifying the senses of morphemes. (Idioms are
the exceptions to the compositional rule and can be thought of as lexical items, appear-
ing with morphemes in the dictionary.) The assignment of senses from the dictionary
to occurrences of morphemes in a complex expression provides the starting point for
the compositional construction of its sense. The syntactic structure of a complex ex-
pression directs the course of compositional construction.

The mereological structure of compositionally formed senses arises from their
mode of composition. At the lowest compositional level, the parts are the senses of
the morphemes combined, and the wholes are the derived senses formed from the
combinations. At the next level, the parts are these morphemic senses plus the de-
rived ones formed from their combinations at the first level, and the wholes are the
derived senses formed from those derived senses. At subsequent levels, the parts and
wholes sort out in the same manner.

The mereological structure of compositionally formed senses is not the only
mereological sense structure in natural language. Senses of morphemes, which are
not compositionatly formed, have such structure, too. We reach this conclusion on
the basis of an inference to the best explanation. We are committed to positing
decompositional sense structure just in case the explanation of a sense property or
relation of a morpheme requires us to assign it constituent senses. The posit of
decompositional sense structure thus has the same basis as any scientific posit of
underlying structure, namely, that the observable facts are derivable from hypoth-
eses about underlying structure but not derivable from hypotheses about superficial
structure.

The explanation of sense properties and relations of morphemes will have the
same form as the explanation of sense properties and relations of syntactically struc-
tured expressions. For example, we explain the redundancy of the expression ‘un-
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married single man’ in terms of the sense of the head ‘single man’ having as a part
the sense of the adjective ‘unmarried’. Hence, we have to explain the sense proper-
ties and relations of lexical items on the basis of the part-whole sense structure of
those items. For example, to explain the redundancy of ‘unmarried bachelor’, ‘chair
that is a piece of furniture’, and ‘free gift’, we have to represent the senses of the
head nouns as having the senses of the modifiers as proper parts.

Consider two further examples. One is the synonymy of the lexical item ‘bach-
elor’ with the expression ‘unmarried adult human male’. To explain this synonymy
we have to assume that the sense of ‘bachelor’ has a part-whole structure. Synonym);
is sameness of sense, and the sense of the syntactically complex expression ‘unmar-
ried adult human male’, which the sense of ‘bachelor’ is the same as, is complex (as
even the Fregeans have to concede)—as is shown by the fact that the sense of ‘unmar-
ried adult human male’ is a compositional function of the senses of ‘unmarried’, ‘adult’
‘human’, and ‘male’. Even such a trivial explanation commits us to decompositionai

structure. A more sophisticated example concerns the ambiguity of the main cl
of (1.6) and (1.7): B I

(1.6) I never repeat gossip, so ask someone else.
(1.7) I never repeat gossip, so listen carefully.

The ambiguity can be explained only on a decompositional analysis of ‘gossip’,
bc-{cause an explanation needs to make reference to its sense structure. Given that
this structure has the form information about somebody that person A tells person
B, the ambiguity can be explained as deriving from taking A to be an indefinite
person other than the speaker, on the one hand, and taking A to be the speaker of
the main clause, on the other. In the former case, the speaker expresses the sense
that he or she will not repeat to B the gossip he or she has heard from someone
else, and, in the latter, the speaker expresses the sense that he or she will not repeat

- the gossip that he or she is now about to pass on to B. (For other, more extensive

discussions of the evidence for decompositional structure, see Katz 1987 [205-226]
and Pitt and Katz 2000.)

' Decompositionality says that morphemes have complex sense structure as it were
intrinsically. The complex sense structure of ‘bachelor’ is as much an aspect of its
grammatical nature as is its syntactic category. If senses are posited as entities over
and above the expressions of a language, there is nothing about our concept of a lan-
guage that tells us that the simplicity or complexity of senses must reflect the sim-
plicity or complexity of the linguistic forms that express them. This is, I believe, the
commonsense view of the matter. We normally think that nothing prevents us from
}nt_roducing a syntactically simple term to stand for a complex sense, as, for example,
in introducing the term ‘carburetor’ with the complex sense of the expression ‘appa-
ratus for combining air with an inflammable liquid for purposes of combustion’.
Accordingly, definition and decompositional sense structure go hand in hand. It is
hard to imagine an intensionalist account of the abbreviatory function of definition
without decomposition.
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AsIarguedin section 1.2.1, some Fregean intensionalists reject decompositional
sense structure for reasons having to do with natural kind terms. An example, dis-
cussed earlier, is Fodor’s claim (1994: 103-105) that there is no definition for a con-
cept like the one ‘dog’ expresses because we cannot specify “necessary and sufficient
conditions for something to be in its extension.” We also saw that this claim begs the
question against a non-Fregean intensionalist by assuming that definitions are Fregean
definitions. Definitions in the decompositional sense do pot have to determine ex-
tension; they only have to reveal the structure necessary to explain all relevant sense
properties and relations. An intensionalism based on (D) denies that there is sense
structure beyond that point.

There is a general reason for Fregean intensionalists to reject decompositional
sense structure. On their referential conception of semantics, such structure plays no
role in the semantic study of natural language. Fregean semantics posits the exis-
tence of expressions of a language, a domain for the extensional interpretation of the
language, and Frege/Carnap-style intensions. Descriptions of natural languages thus
ideally contain, for each expression and each domain, a division of the domain into

_ the expression’s extension and anti-extension, and, for each statement and domain,

a set of truth conditions for the statement on the domain. Such descriptions are ob-
tained by assigning a Frege/Carnap-style intension to each syntactically simple form
of the language and, on the basis of higher-level functions, assigning intensions to
syntactically complex expressions on the basis of the intensions assigned to their
syntactic constituents. Given this picture of natural language semantics, complex
senses of syntactically simple expressions play no role in determining the extension
of syntactically simple expressions, and hence no role in the computation of exten-
sions for syntactically complex constituents and the truth conditions of sentences.
Hence, decompositional analysis is otiose.

For non-Fregean intensionalists, this picture illustrates how the sense structure
of natural language is lost by the Fregean reduction of the theory of sense to the
theory of reference. On an autonomous theoty of sense based on (D), the picture
of natural language semantics is quite different. As 1 have shown, on such a theory,
intensionalists are forced to posit decompositional sense structure to explain the
sense properties and relations of syntactically simple items. For, once sense is made
the determiner of sense properties and relations, the sense properties and relations of
fexical items have to be explained, and the explanation of facts such as the synonymy
of ‘bachelor’ with ‘unmarried adult human male’ requires the postulation of part-
whole sense structure for lexical items.

As a consequence of losing sense structure below the compositional level,
Fregean intensionalism loses sense structure above the lexical level as well. This
is because compositional combination typically depends on decompositional struc-
ture: compositional principles make reference to the part-whole structure of senses
at the lexical level. For example, the parts of the sense of ‘knife’, physical object,
blade, handle, and instrument for cuiting, must be represented as independent com-
ponents in order to obtain the right compositional meaning for “sharp knife’ because
the sense of the modifier ‘sharp’ qualifies only the component blade in the sense of
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“knife’. Thus, we want to say that ‘The knife is sharp’ analytically entails ‘The blade
of the knife is sharp’, but not ‘The handle of the knife is sharp’.

' Fregean intensionalism’s failure to account for sense structure at the morphe-
mic and compositional levels is directly attributable to its taking a sense to be a gno
tion frqm a domain to an extension. As a consequence, a dictionary in Fregean
se¥na'nt1cs. consists of pairings of morphemes with functions, and a compositional
principle is a mapping of functions onto functions. Hence, the part-whole sense struc-
ture of morphemes is not analyzed at the morphemic level and the part-whole sense
structure of synt‘ac.tically complex constituents must correspond to syntactic struc-
ture. Thes.e restrictions on Fregean descriptions of sense structure prevent them from
representing more than syntactically based sense structure at the compositional level

In contrast, on ATS, the part-whole structure of senses does not have to cone:
spond to 'syntactic structure and so is not restricted to partial representation at the
comPosmonal level. Sense is thus not only not something that determines reference
but, in virtue of this, is also not something that is determined by syntax. As a conse—,
quence, ATS descriptions of sense structure are under no restrictions I'imitin their
scope in the representation of sense structure in natural language. ¢

_ A theory of the sense structure of a patural language will thus contain: descrip-
tions 'of the decompositional structure of its morphemes, a dictionary comy;ositionl:ll
principles for forming senses of syntactically complex expressions, ’and definitions
of sense prf)perties and relations. These definitions are generalizations over part-whole
c?r}flgmanons in the representations of senses of expressions. For example, the defi-
nition of. meaningfulness will be ‘having a semantic representation’, the c’ieﬁnjtion
of mcamglessness ‘not having a semantic representation’, the definition of ambi-
‘gulty ‘having more than one semantic representation’, the definition of synonym
_havmg the same semantic representation’, and the definition of redundancy ‘illaw}j
ing a head the semantic representation of which contains the semantic representa-
tion of 'its modifier’. Together, semantic representations and definitions of sense
propejmes and relations entail claims about the sense properties and relations of ex-
pressions. 'For example, the assignment of more than one semantic representation to
an expression entails that it is ambiguous. Such claims enable us to evaluate hypoth-
eses concerning sense structure expressed in terms of sernantic representations. Com-~
paring a claim about the sense of an expression based on its semantic representations
vfllth the semantic judgments of fluent speakers about the sense properties and rela-
tpns of the sentence, we can determine which of a set of hypotheses about its senses
fits the facts. Having narrowed the set down to those that fit the facts, we can choose

thc Slmplest and mtegrate it mnto the theOl y tselt ev ted on the baSlS ()j COvex age
, 1 lf alua d h
and SlmphC]ty .

1.3.2. The autonomous theory of sense: what it is not

ATS should not be Fonfused with what is called “inferential role semantics,” “con-
c'eptual rolfa semantics,” or anything similar (“IRS,” as I shall refer to such seman-
tics). Versions of IRS are sometimes construed as theories of mental concepts and
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sometimes as theories of linguistic conceps. In the present discussion, I am concerned
only with versions of IRS as theories of linguistic concepts. So construed, IRS and
ATS are both open to psychological interpretation, say, as theories of semantic com-
petence in Chomsky’s sense (1965 3-4) (i.e., theories of the ideal speaker’s knowl-
edge of the structure of sentences), and to realist interpretation, as theories of abstract
objects (i.., theories of sentence-types). [ will not bother with the issue of interpre-
tation in this discussion, because the semantic question 1 am concerned with arises
on either ontology. (Indeed, in my first systematic presentation of ATS [1972: 16~
17}, linguistic concepts are given both psychological and realist interpretations in
the space of only two pages!

The conflation of ATS and IRS arises because too much weight is put on a simi-
larity between them, while their differences are ignored. The similarity is that, ex-
cept for marginal cases like Gilbert Harman’s (1987), IRS characterizations of sense
(meaning or content), like the ATS characterization, eschew the Fregean principle
that sense determines reference. Virtually all versions of IRS are based on a proof-

theory/model-theory style distinction, on which proof-theoretic structure constrains

but does not determine model-theoretic interpretation. For example, Hartry Field's
version of IRS (1977) distinguishes two factors in meaning, conceptual role and truth
conditions, neither of which determines the other.
This similarity occasions the quite mistaken belief that ATS is just a version of
IRS in which the inference relation is analytic entailment. We can begin to see that
this thought is mistaken by noting that ATS and IRS take opposite approaches to
what is basic in semantic theory. Versions of IRS are like the theories Kripke criti-
cizes (1982: 93-94) for “inversion of a conditional” (David Pitt, in conversation).
One of Kripke’s examples is the inverted logical conditional: “We do not accept the
law of contradiction because it is a necessary truth; it is a necessary truth because we
accept it (by convention).” IRS inverts a semantic conditional. It claims that sentences
do not have the linguistic inference relations they have in virtue of the meanings they
have; rather, they have their meanings in virtue of their linguistic inference relations.
In contrast, ATS maintains this conditional in uninverted form: sentences have the
analytic entailments they have in virtue of the meanings they have. On (D), sense
structure is basic because it determines sense properties and relations. As explained
at the end of the last section, definitions of sense properties and relations in ATS—
in particular, analytic entailment—are generalizations over part-whole structures in
representations of senses.

It is the other way around for IRS because IRS is the view that meaning is infer-
ence potential. No semantic theory is a version of IRS unless it is an instance of this’
claim. TRS can be thought of in the abstract as a function, AD =T, that specifies a
version of IRS, T, once a particular inference relation I is specified. IRS thus encom-
passes a range of particular theories, cach determined by the choice of an inference
relation.

In contrast, ATS says that meanings are independent objects (senses) that are
the source of the sense properties and relations of expressions. Senses are fundamental
because sense properties and relations depend on particular structures of senses. ATS
can be thought of in the abstract as a function, f(S) = K, where § is a system of senses
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ix;crln Ié :n z:l iclts cfostegse é);)opemes' and r(?lations. Hence, in the case of ATS, the notion
e i; s noth xe1 tiy a choice f’f mfergnce relation. To be sure, ATS postulates
2 umdue in erenes t;e ation, analytic enta.llment. But analytic entailment does not
functionin ATS in : ‘way infe)rence relations in IRS do. It is not a value of the vari-
s nj}([) = T". There can be no version of IRS in which the value
ould. per iopossib] ;zt ;n the ATS sense. On such a theory, analytic entailment
e e v of g{ > oth an independent variable fixing the notion of mean-
O ot ATSm question and a dependent variable fixed by a prior sys-
fem of s sense). It would have to be both a basic and a derivative
mem;kizt;e;n t:le;?i (s:e;;:igk;s at setting of a.parameter that fixes a notion of inferential
relationsfmeaningfulnes: nm(;zn}ifg?elsssrjl‘;?s O:rigfglz'lg oy, ot o
fulness, R ity, synonymy, anton -
i:;ceiz?sgi,czlllgfrrgilfagon, and so on. ’I.‘he-y are all generalization}s] over pzrntll}éuizir
Thus, whet we ake account ofthe diffoences bebween sérsions of 185 and ATS, i
Thus, wihen we ta e ; . etween Versiops of IRS and ATS, it
e s onte k;s;zt just a version of the former on which the inference rela-
Getti .
RS, Te}:gr;iilfha;o; ;?:ri; t(llfferfences puts us m a position to see the problems with
IRS. The fact thay differe versions of BS arise from different inference relations
means ha there 18 ¢ Some 1:fange of pos.s1bl<? IRS theories. At one end of this range
e e of standard o e dorm o.f logical implication, such as the one in familiar
A —— .-é)r CI(‘:‘ lglglc. There are also stronger versions that use more
powerll systems of w%'th, (zlmd ere are th((sones that strengthen their logical infer-
ence Telation turtier wi fh uctlvc? machmf:ry from mathematics. Even stronger
St natral knowledg, such s stongly conficmed, widely Known empiriedt e,
ties. There is obviously a wide range of opg([)rfs W‘l‘:;l fn?);:g(i)r‘:,frérzmpmcal o
. » : nce relations.
Caﬁo’flh;n;iir;?ﬁfnrels?on for feach theory in this range, being either logical ilsnpli—
i oot gIn tI(iinger, is stropgcr than the purely mereological relation of
A .Inde csl s;ense, the mferepcg relations in versions of IRS are fruit-
oy Whi.c inde ed, Fregean semantlc§ itself can be seen as a version of IRS—
Frege,s,louic ich e:f sense of a spntence is its inference potential with respect to
re exw;sml; ands; o t}(:rdered pairs <A, B> such that A is a function from a werld
(0 an extension and | is the expression that has A as its intension. Robert Brandom
Nowp Si, es Fregean s.emant.lcs to be a version of IRS (1994: 94-97)
s t(;o rsitri:),nagszll z;i)gued in section 1.2, Fregean semantics is subject to the prob-
lems of too strong & nstraint, too weak :31 constraint, and the wrong constraint in
vine of con frunfg];l ] z:sFer ':L;uac;ture as lf)glcal structgre, and since versions of IRS
e e o i ° IRssejmamtlcs, the question arises which of those three
ATSjAtltxlrex)(js;r z;llns(/)t[arcs:)(r)lr:;ci)tft' I(E;S avoid the probk_am 'of too strong a constraint, since, like
Mo CLogm Df; [g)sthehlzregean principle tpat sense determines reference.
Harman's (1987) ver S, w ch we S'et to one side at the beginning of this dis-
s ception. Having that commitment, it is subject to the first problem.




38 SENSE, REFERENCE, AND PHILOSOPHY

Ned Block’s (1986) version is not exactly in the same boat as Harman's, since
Block eschews the principle that sense determines reference at the level of theories
of meaning. But he adopts a metatheoretic version of the principle. He claims that
the account of sense one adopts determines one’s theory of reference. Block writes:
“Conclusion: the conceptual role factor determines the nature of the referential fac-
tor . . . . Note the crucial difference between saying that the conceptual role factor
determines the nature of the referential factor and saying that the conceptual role factor
determines reference. I hold the former, but not the latter” (1986: 644). Block’s rea-
soning is that Kripke’s causal theory is a better account of names than the classical
description theory, and, hence, that it determines the true theory of reference for
names.

Block’s metatheoretic version of the Fregean principle fails for the same reason
as Fregean semantics. Block’s inference is valid only if Kripke’s theory and the
Fregean description theory exhaust the range of theories (Armour-Garb, in conver-
sation). Hence, the inference is valid only if intensionalism and Fregean intensionalism
coincide; but, as I have shown, this is not the case. Moreover, my non-Fregean
intensionalism provides a non-Fregean description theory for names that is compat-
ible with Kripke’s causal story about them but incompatible with his Millian claim
that proper names do not have a sense. Hence, contrary to Block’s assumption, ac-
cepting Kripke’s causal account of names would still leave more than one theory of
names, namely, the neo-Millian theory on which the reference of names involves no
sense mediation, and my theory on which it does.

Every version of IRS is subject to the problem of too weak a constraint. The fact
that they are based on a form of logical implication means that their account of sense,
like Frege’s, is explained entirely within the theory of reference. Hence, all versions
of IRS, like Fregean semantics, impose too weak a constraint on the determination
of sense and, accordingly, do not provide us with the “independent controls” neces-
sary to make the right choice among translation hypotheses.

This is clear for versions of IRS based on formal implication, since these ver-
sions are, in effect, Fregean semantics. And it is also the case for versions that
supplement a formal implication relation with empirical regularities. We do not
get determinacy in radical translation by allowing field linguists to deploy reliable
empirical regularities, such as that rabbits are easily frightened. If rabbits are easily
frightened, so are manifestations of rabbithood. Referential structure, even neces-
sary coreferentiality, underdetermines sense. Hence, constraints on translation based
exclusively on evidence about referential structure, format or empirical, do not per-

mit a justified choice of an English expression with the same sense as the native
‘gavagai’. Since indeterminacy is a problem about sameness of sense, constraints on
sameness of sense that have the fine-grainedness of sense structure are needed.

Finally, every version of IRS is also subject to the problem of the wrong con-
straint. The fact that versions of IRS share the implication relation of basic logic
guarantees this. Since their notion of sense (meaning or content) is based inter alia
on the logical law P = (P v Q), these semantic theories have the problem that all
sentences turn out to have the same sense, and the other similar problems found in
connection with Fregean semantics.

Reference

2.1. Introduction

;}::nr:;régig;etz t(;,fi ﬂll: thcf:ory o{ sense to the theory of reference has been central to
nking for so long that it is hard for intensionali i i
e ’ ists to ima h
" . gine how
ist:;,tr :(1)122311 c((i):llld tgo 1tt alpnc. Accordingly, the prospect of divorce that (D) raises
nting to intensionalists when, in fact, the; h i
welcome. The three problems with F in onalin dis ussed in the fire
' regean intensionalism discussed in the first
gar:) (())fi this b%ok show that the marriage, at least for the theory of sense, was never
Sa;gi Sfact(g:; lifnlyfa.ftter the theory gains its independence can it expect to have a
e of its own, one in which it is no lon
: ry li w ger beset by those problems
gx:li 12 :th;rch 1t£as ; chancc;: of realizing its full linguistic and philosophicpal poten-
. as the theory of sense i i
pa A Iy is concerned, the sooner the marriage ends the
o ﬂi\ divorce is also best for the theory of reference. Even though, as I shall argue
re;:aﬁ eorzlof brefe(rience cannot live entirely apart from the theory of sense, a healthie;
onship based on full autonomy of the theo i ,
on 1 ! ry of sense benefits the theory of ref-
;r];zlr‘l;ez;ctoo. ’It‘hef pll;mcnpal reason is that an autonomous theory of sense pzvides a
count of the contribution sense makes to the relati
- of th : ’ relation between language and
refe:\égrcléi,i Swgsczn n:j n;m, h}:rowdes a better picture of the constraints undergwhich
igned. In this part of the book, I shall ar i
) S ! s gue that separation and the
new relationship between the theories is good for the theory of reference.

39




NOTES

1. Sense

1. T have focused here on Frege’s claim that sense determines reference because of its
importance for contemporary criticisms of intensionalism. Frege was not completely clear in
his treatment of sense and its relation to reference. In particular, it is not clear whether he
intended his characterization of sense as determiner of reference as a definition of sense. |
will thus refer to this claim as the Fregean (rather than Frege’s) definition of sense.

2. Other philosophers have criticized an autonomous theory of sense along lines similar
to Dummett’s, for example, David Lewis (1972), John Searle (1974), and Gareth Evans
and John McDowell (1976). Lewis’s agenda is a theory of possible worlds semantics in the
Carnapian tradition; Searle’s is a speech act theory of meaning in the Austinian tradition;
and Evans and McDowell’s is a truth-conditional theory of meaning in the Davidsonian
tradition. I have responded to their criticisms elsewhere (1990b: 210-215).

3. Ifirst proposed (D) to provide a semantics (1972) for Chomsky’s (1957) early theory
of generative grammar. Although Chornsky’s theory told us next to nothing about the intui-
tive notion of sense, and in fact had no place for semantic structure, it provided examples of
how to explicate grammatical notions that could serve as models for the explication of sense
structure. On Chomsky’s theory, the notions of syntactic structure and phonological struc-
ture are explicated in terms of the aspects of the grammatical structure of sentences that are
responsible, respectively, for the syntactic and phonological properties and relations of sen-
tences. (D) is the result of modeling the explication of sense structure on the explications of
syntactic and phonological structure.

2. Reference

1. Neither (A) nor (A') is intended as more than a first approximation.
2. As C. 8. Peirce drew the distinction between types and tokens, the former are unique
(there is but one word “word’ in English), they cannot occur in time, they cannot appear on a
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24. Note that another of Gale’s reasons for positing negative facts is undercut by our
discussion of the semantics of color terms. His reason is that *“a thing cannot have a positive
property without lacking certain other properties,” as, for example, with the sentence ‘If a
thing is red, then it is not blue’. But, I have argued, the term ‘not blue’ does not have to be
understood as expressing a lack, but as expressing the notion of the subject’s being some color
other than blue.

25. Before we leave the topic of regimentation, I want to remind the reader of Arnold
Koslow’s comment, based on Koslow 1992, that “{tihe resources of an abstract concept of
implication are incredibly rich. . .. Results that were once closely linked to languages that
assumed some syntactic or semantic regimentation are now available without those constraints”
(1999: 152). Note that my analyticity and analytic entailment are implication relations in
Koslow’s sense, In fact, Koslow cites mereological implication—though not my notion of
analyticity or analytic entailment in particular—as an example of an implication relation in
his abstract sense (1999: 118). Note also that the broad notion of logic that Koslow uses in
connection with his “abstract theory of implication” is—to indulge in a bit of British under-
statement—quite a bit broader than the notion of logic in the Frege-Russell tradition, which
has been my focus here. The latter is a special case of the former. Koslow’s notion of impli-
cation is closer to my notion of inference.

26. The term ‘analytic philosophy’ is sometimes also taken to apply to philosophizing
that puts a high premium on clarity and rigor. This is the contrastive sense in which Anglo-
American philosophers frequently distinguish themselves from Continental philosophers. But
there is no logical connection between the two senses of the term. Some of the great figures
in the history of philosophy were analytic philosophers in the latter sense but not the former
and some of the lesser figures in contemporary philosophy are analytic philosophers in the
former sense but not the latter. Everyone endorses analytic philosophy in the latter sense.
‘Who is for obscurity and sloppiness?

27. A mereological semantics also provides an account of the categories of a language.
In the tradition of Aristotle and Kant, categories are understood as the most general concepts
in a conceptual system. Since the superordinate/subordinate relations represented in the domi-
nation structure of semantic markers provide the notion of one sense’s being more general
than another, we can say that the semantic categories of a language are those senses that are
superordinates of some senses but subordinates of none. Katz (1987: 194-197) suggests a
formalization for this notion of category.

28. My ontological view differs from Frege’s in taking natural languages as well as senses
to be abstract objects. The construal of sentences as abstract objects, which I have defended
elsewhere (1981; 1998b), requires little more than that sentences be types and that their senses
be part of their grammatical structure.
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